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Abstract—Nowadays electronic systems are small yet powerful
and embedded into their environment. They are adapting to
changes and often operate autonomously. These systems have
reached a level of complexity that opens up new application
areas, like autonomous driving or self-learning robotics, but at the
same time strains the existing design flows in system development.
For two concrete examples we show the importance of ensuring
the correctness: verification of robotic plans, and verified partial
reconfiguration as part of a reconfiguration-based countermeasure
against side-channel attacks.

I. INTRODUCTION

Based on the steady progress in silicon technology endless
possibilities for applying electronic emerged. For instance high-
performance computing allows for new applications ranging from
entertainment, medicine, robotics, AI to the frontiers of scientific
research. Another class of systems are embedded devices which
enabled the Internet of Things (IoT) and paved the way for the
evolution to industry 4.0. Of key importance in this context are
two properties for such kinds of systems: adaptivity and autonomy.
In essence, more and more electronic systems will emerge whose
actions are not explicitly programmed, but these systems have to
make decisions in situations which are previously unknown, and
finally they have to learn from each manged situation.

From a design perspective, realizing such next generation devices
requires self-learning and (hardware) reconfiguration. However, ver-
ification, i.e. to ensure the correctness of such devices, as well as
security is still very challenging.

In this paper, we consider two concrete examples, i.e. the veri-
fication of robotic plans (Section II) and verified partial reconfig-
uration as part of a countermeasure against side-channel attacks
(Section III). In addition, we outline pressing verification challenges
for industry and academia in Section IV.

II. VERIFICATION OF ROBOTIC PLANS

Advances in technology, artificial intelligence and engineering
allowed to build autonomous robots, which are able to perform
tasks in unpredictable environments, to learn, and to adjust their
behavior. However, enabling a robot to perform complex everyday
manipulation activities, like e. g. setting the table or preparing a
meal autonomously, poses several challenges to the development of
the robot control system. Essentially, robots need to be equipped
with cognitive mechanisms, which allow them to deduce what kind
of action is suitable to achieve a desired task goal. This includes,
but is not limited to, applying different grasp types for different
objects and positioning themselves spatially to be able to reach out

to a location. As a consequence, the control programs of cognition-
enabled autonomous robots use high-level behavior specification
languages, which allow to infer control decisions instead of requiring
pre-programmed decisions. Several specialized high-level behavior
specification languages have been developed in the past. Examples
are RPL [1], RMPL [2], and CPL [3]. They all share certain attributes
like their inherent concurrency and the ability to call perception,
navigation, and manipulation tasks.

While non-trivial scenarios of everyday manipulation activities
can be mastered today, the complexity of the plans is steadily
increasing. At the same time, simulation of these plans and even
testing on physical robots reach computational limits. This causes
concern about the safety of autonomous service robots; especially
those interacting with humans or handling potentially dangerous
items. Hence, formal verification techniques are necessary to ensure
the safety of involved humans and the robots themselves.

In the following we review the verification approach presented
in [4]. It is the first approach for verifying plans of cognition-
enabled autonomous robots that perform everyday manipu-
lation activities in human environments. We use the toolbox
Cognitive Robot Abstract Machine (CRAM) [3] for realizing the
cognition-enabled robot control program. In particular, CRAM pro-
vides the CRAM Plan Language (CPL), which captures high-level
plans in Common Lisp. For the CPL, we envision a verification
methodology based on Symbolic Execution (SE) [5], [6] as it has
been shown that SE is a highly effective technique for finding deep
errors in complex software applications. The foundation of our ap-
proach is the new Intermediate Plan Verification Language (IPVL)
which serves as a formal intermediate representation. Our approach
compiles CPL plans down to IPVL and integrates environment mod-
els as well as robot belief states into a single IPVL description. We
additionally devised the Symbolic Execution Engine for Cognition-
Enabled Robotics (SEECER), which is tailored for IPVL. SEECER
allows to check plan correctness with respect to environment models
as well as annotated assumptions and assertions.

A. CRAM Plan Language

We consider control programs for the autonomous robots written
as high-level plans in the CRAM Plan Language (CPL) [3]. Plans
describe desired behavior in terms of hierarchies of goals, rather than
fixed sequences of actions that need to be performed. An architec-
tural overview of the CRAM ecosystem, to which CPL belongs, is
depicted in Fig. 1. A CPL plan receives additional information from
the robots belief state and knowledge base via a query-answer archi-
tecture. It also activates Perception and Manipulation & Navigation
modules, which then get information from or act on the Environment.
These interaction calls happen in the form of designators.

Designators are a common concept employed in several reasoning978-1-7281-2695-1/19/$31.00 © 2019 IEEE
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Fig. 1: Overview of the CRAM stack architecture

1 (defun place-object (?target-pose ?arm)
2 (par
3 (perform (a motion (type looking)
4 (target (a location (pose ?target-pose)))))
5 (perform (an action (type placing)
6 (arm ?arm) (target (a location (pose ?target-

pose)))))))

Listing 1: CPL High-Level Plan

and planning systems. They are often implemented as data types
encapsulating high-level descriptions of entities familiar to humans,
but abstract to robots. Classes of designators available in CPL are for
instance

• location designators: physical locations under constraints like
reachability, visibility, etc.,

• object designators: real world objects on a semantic level like
what they are and what they could be used for,

• human designators: description of a human entity within an
environment, and

• motion and action designators: actions that can be performed
by a robotic agent.

In CPL, an action designator contains the action type to perform
(like perceiving or grabbing) and several parameters. It can be passed
to the perform function, which breaks it down to sub-tasks and
takes care of their execution. The following example illustrates a
typical use of different designators.

Example 1. Listing 1 shows a typical high-level CPL plan using
multiple designators. Designators are generated using the a key-
word. The plan in Listing 1 performs a motion to turn the robot’s
head to look at a specified target position and places the robot’s arm
to the same location in parallel. As can be seen, designators may be
nested, such as the two location designators used by the action and
motion designator.

B. Formal Verification of CPL Plans
In this section, we present our verification approach for plans

of cognition-enabled autonomous robotic agents based on symbolic
execution. We start with an overview and the general idea. We then
go into detail about how we deal with plan-environment-interaction
via an interface. Afterwards, we present our own Intermediate Rep-
resentation (IR) for plan verification and finally close with a detailed
description of symbolic execution on that very representation.

1) Overview: Consider Fig. 2 for an overview. Our goal is to
formally verify that certain safety constraints on a given CPL plan
hold.

We start with compiling the CPL plan into our own IR. For that,
we use a language, which we call IPVL and which we describe in
Section II-B2.

Additionally, we integrate environment models as well as agent
belief states into the IR. Integrating the environment model allows

Compiled 
Plan 

Belief State 
Model 

Plan Interface 
Mocks 

Environment 
Model 

IR: IPVL 
Description 

CPL Plan 

query / 
answer 

percept 
action 
update 

update 

call / 
answer 

Verification Engine (SEECER) 

+ Verification 
Annotations 

IR: IPVL 
Description 

Scheduler 

Symbolic 
Interpreter 

SMT Solver 

Init. Symbolic 
State 

Symbolic 
State 

SMT Types & 
Operations 

sym. 
state 

array of sym. 
states 

use and 
query 

transform 
into 

pass to 
scheduler 

select 
next 

compile 

Fig. 2: Overview of proposed plan verification approach

reasoning about the agent’s actions. The IR plan accesses these IR
models by means of mocked functions. Essentially, these mocks are
models of the corresponding CPL plan interface functions. They en-
able the IR plan to perform perception, navigation, and manipulation
tasks on the environment model and query the belief state model.1

For verification purposes, symbolic expressions in combination
with assumptions and assertions (verification annotations) are em-
bedded into the IR (see lower left yellow box in Fig. 2). This enables
a comprehensive state space exploration. Finally, the combined IR
description is passed to a verification engine to check for assertion
violations triggered by the plan execution. Our contribution includes
(1) the IPVL to act as an IR, and (2) SEECER, which is tailored for
IPVL. IPVL is compact, yet powerful enough to capture the simu-
lation semantics of cognition enabled robotic plans in combination
with the agent’s belief state and environments. SEECER checks plan
correctness with respect to the environment model and the specified
assumptions and assertions. For modeling plan interface functions
and the environment we refer the reader to [4]. Instead, we describe
IPVL and SEECER in more detail.

2) Intermediate Plan Verification Language: We define the
language features of IPVL in this section. We start with definitions
and examples of IPVL’s core and then introduce compiling Common
Lisp to IPVL by linearization.

Whichever planning language might be used by a robotic system,
one only needs to implement a compiler for translating it to IPVL
in order to get symbolic execution and verification mechanisms with
SEECER on top.

We especially designed the IPVL to make a translation as easy as
possible. IPVL is Turing-complete, dynamically typed (like Com-
mon Lisp and many other languages in robotics), and incorporates
an Assembly-like paradigm.

IPVL code is a sequential list of instructions. Such a representa-
tion is general and at the same time much more manageable for a
verification back-end (e. g. similar concepts are adopted by LLVM
or CBMC). However, it requires to linearize functional languages
like Common Lisp.

IPVL uses simple arithmetical, logical, comparison, and con-
ditional instructions. In combination with variable assignments,
gotos, function calls, and special verification instructions, the
whole language can already be described. The instruction set has
been designed to be as simple as possible to allow a compact verifi-
cation backend. On the other hand it should be complex enough to
express plans written in higher level robotic languages like CRAM.
The IPVL acts as a interface between a verification frontend such
as annotated CRAM and a verification backend like SEECER, and
allows for both parts to be developed independently. The most

1Note that it is possible to exchange the environment model without modifying
the plan; hence, to verify the same plan’s safety in different environments.



common instruction in IPVL is that of an assignment, where the
left-hand-side is a variable name and the right-hand-side is either
a constant or an expression. Expressions of arithmetical, logical, and
comparison type have at most two parameters.

3) Symbolic Execution for IPVL: In this section, we present our
symbolic execution engine SEECER for IPVL, that was mentioned
over the previous sections. The right part of Fig. 2 shows an overview
of SEECER’s architecture. Essentially, SEECER consists of a sched-
uler and a symbolic interpreter. The scheduler manages a set of
symbolic execution states and orchestrates the state space explo-
ration by selecting, which state to consider next. The selected state is
passed to the interpreter for symbolic execution. IPVL instructions
are interpreted one after another while the symbolic execution state
is updated accordingly. The interpreter returns to the scheduler in
one of three cases: (1) the end of the IPVL program is reached, (2) an
unsatisfiable assumption is reached, or (3) a branch instruction with
symbolic condition is executed. In the third case the interpreter will
split the symbolic execution state into two independent states and
return these two states to the scheduler for further processing. The
interpreter employs an SMT solver to check for assertion violations
and check feasibility of symbolic branch instructions. Besides user
specified assertions, our interpreter also checks for generic execution
assertions, e. g. zero divisions.

SEECER starts with a combined IPVL description (which, as
described in Section II-B1, integrates the environment model, the
belief state model, and the actual plan). The IPVL description is
transformed into an initial symbolic execution state, which is then
passed to the scheduler. The scheduler performs a Depth First Search
(DFS). DFS is a common state space exploration strategy that fo-
cuses on each path individually and thus is memory efficient (which
is important in handling large state spaces). SEECER terminates
either after finding a violated assertion or after exploring the whole
state space. In the latter case, the plan is shown to be correct with
respect to the environment model and the specified assumptions and
assertions.

C. Case Study: The Wumpus World

We have implemented our verification approach for plans of
cognition-enabled autonomous robotic agents as the symbolic ex-
ecution tool SEECER and the CPL-to-IPVL compiler in C++. As a
case study, we consider two CPL plans acting on the well known
Wumpus World [7]. Our primary verification objective is to ensure
the safety of the plan execution. All experiments are performed on
a Linux machine with a 3.5 GHz Intel processor using the Z3 SMT
solver [8] (version 4.8.0).

For evaluation, we consider a slalom plan and a column-wise plan
as well as their faulty versions, each in combination with square
Wumpus Worlds of edge lengths 3 to 10 rooms.

Further, we fixed the number of Wumpus’ and gold nuggets to
one, but tried multiple numbers of pits (0, 1, and 5). The agent always
starts in room (0, 0), while the positions of Wumpus, gold and pits
are fully symbolic. This enables a comprehensive plan verification
for all possible environment configurations within these boundaries.

We observed, that SEECER has been highly effective in finding
the bugs in both faulty plan versions. For each combination of
plan and environment setup (i. e. size of the Wumpus World and
the number of included pits) SEECER found a counterexample
demonstrating the bug on the CPL plan leading to unsafe behavior in
less than a second. In the following, we focus on the more interesting
results, namely proving safety of the bug-free plans.

TABLE I: SEECER plan verification results

Slalom Plan: safe version
pits 3× 3 4× 4 5× 5 6× 6 7× 7 8× 8 9× 9 10× 10

0 T 1s 3s 7s 14s 27s 46s 1m 2m
#P 10 22 38 58 82 110 142 178

1 T 2s 5s 14s 32s 1m 2m 3m 6m
#P 13 31 55 85 121 163 211 265

5 T 2s 7s 26s 1m 3m 5m 9m 16m
#P 4 19 43 73 109 151 199 153

Column-wise Plan: safe version
pits 3× 3 4× 4 5× 5 6× 6 7× 7 8× 8 9× 9 10× 10

0 T 1s 4s 11s 26s 54s 2m 3m 4m
#P 6 13 22 33 46 61 78 97

1 T 5s 40s 3m 12m 34m 1h33m 3h39m 7h56m
#P 21 102 306 722 1464 2670 4502 7146

5 T 1s 1m 21m 3h49m TO TO TO TO
#P 2 115 1319 10357 — — — —

T: execution time (s=seconds, m=minutes, h=hours)
#P: number of symbolic execution paths, TO: Timeout (8h)

Table I shows the results for the safe versions of the Slalom plan
(upper half of Table I) and Column-wise plan (lower half of Table I).
We report the execution time T and the number of paths#P for each
combination of plan and environment setup. In order to prove desired
behavior (i. e. none of the assertion classes is violated), SEECER
needs to explore the complete symbolic state space.

It can be observed, that the verification time correlates with the
environment complexity. This is to be expected, as the environment
model has a direct influence on the state space size. Furthermore, the
verification time also depends on the actual plan. While SEECER
is able to handle the Slalom Plan with increasing environment
complexity, it can be observed that the verification runtimes grow
exponentially for the Column-wise Plan. This can be explained with
the significantly larger branching logic in the Column-wise Plan,
which in turn leads to a much larger number of symbolic execution
paths (#P) and SMT solver queries. Symbolic state merging should
be a viable technique to increase the scalability of SEECER on such
problem instances.

Nonetheless, despite currently missing state-of-the-art optimiza-
tions in the symbolic execution engine, the evaluation already
demonstrates the applicability and effectiveness of our approach
in verifying cognition-enabled robotic plans and indicates that the
general approach can be a suitable foundation to deal with larger
and more complex environments and plans.

III. VERIFIED PARTIAL RECONFIGURATION FOR SECURITY

Partial reconfiguration is a powerful technique to adapt the func-
tionality of Field Programmable Gate Arrays (FPGAs) at run-time.
When performing partial reconfiguration a dedicated Intellectual
Property (IP) component of the FPGA vendor, i.e. the Partial Recon-
figuration Controller (PRC), among a wide range of IP components
has to be used. While ensuring the functional safety of FPGA de-
signs is well understood, hardware security is still very challenging.
This applies in particular to reconfiguration-based countermeasures
which are intensively used to form a moving target for the attacker.
However, from the system security perspective a critical component
is the above mentioned PRC as noticed by many papers implement-
ing reconfiguration-based countermeasures.

In this section we review [9]. This work leverages the container
principle [10]–[12] – originally proposed as safety mechanism –
to the security domain, and by this protect the PRC of an FPGA.
The proposed encapsulation-scheme results in an architecture con-
sisting of so-called ReCoFuses (RCFs), each capturing a specific
property of interest which has to be fulfilled at any time during PRC
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Fig. 3: Original PRC vs Proposed ReCoFuse Container Arch.

operation. The terminology follows the classical electric installation
including a fuse box. In our scheme we employ formal verification
to guarantee the correctness in detecting a security violation. Only
after successful verification, the RCFs go live via integration into
the ReCoFuse Container.

A. ReCoFuse Container

This section presents our encapsulation-scheme for the Partial
Reconfiguration Controller (PRC) of a FPGA which implements
reconfiguration-based countermeasures against physical attacks. The
scheme is based on two main components: (1) A “container” encap-
sulating the PRC, and (2) individual ReCoFuses to monitor and react
on untrusted communication with the PRC which would compro-
mise the security of the reconfiguration-based countermeasure.

In the following, we first introduce the overall architecture of the
ReCoFuse Container. Then, we detail the interfacing of the PRC
and the ReCoFuse Container which hosts the individual ReCoFuses.
Finally, the required formal verification of ReCoFuse behavior is
described.

1) Architecture of ReCoFuse Container: The left part of Fig. 3
depicts the original unprotected PRC architecture. On the right of
Fig. 3 the proposed architecture realizing our encapsulation-scheme
for the PRC is shown. As can be seen the ReCoFuse Container has
several “slots” for individual ReCoFuses (details see next section).
The ReCoFuses are denoted as RCF0...n in Fig. 3.

Moreover, all outgoing data connections between the main com-
ponents, i.e. Reconfiguration Memory, PRC and ICAP, are now also
fed into the ReCoFuses. Furthermore, a configuration register has
been added which allows the user to dynamically enable or disable
each RCF.

2) Interfaces and ReCoFuses: Listening on all reconfigura-
tion interfaces allows to monitor the reconfiguration operations
requested by the reconfiguration-based countermeasures. In Fig. 3,
these are the AXI4 and ICAP interfaces. The ICAP protocol follows
a valid/acknowledge scheme where the header of each partial bitfile
can be analyzed during data communication. For more details, we
refer to the Xilinx 7-Series partial reconfiguration user guide [13].

As can be seen in the architecture, the observed input data is
sent to the ReCoFuses. A ReCoFuse essentially implements a Finite
State Machine (FSM), and hence performs state transitions based
on the observed data. Reaching a predefined “good” or “bad” state
determines whether the usage of the PRC is considered as trusted or
untrusted. The output signal of a ReCoFuse (e.g. in this work an error
signal) allows each ReCoFuse to communicate untrusted behavior.
As a consequence emergency actions can be executed, for instance
to shut down the system. For simplicity, in Fig. 3 on the right we
have just ORed all the error signals from each ReCoFuse.

3) Verification of ReCoFuses: To guarantee the correctness
of each ReCoFuse, we require formal verification of its behavior.
Hence, temporal properties describing the state transitions of a
ReCoFuse have to be specified by the user. In other words, these
properties are used to prove which PRC communication with the

1 property a d v a n c e _ t i m e r ;
2 d i s a b l e i f f ( r s t ) (
3 t ##0 ( c n t !=TIMEOUT and R P _ a c t i v e )
4 i m p l i e s
5 t ##1 ( c n t == $pas t ( c n t ) + 1)
6 ) ;
7 endproperty
8

9 property d e t e c t _ e r r o r ;
10 d i s a b l e i f f ( r s t ) (
11 t ##0 ( c n t ==TIMEOUT and R P _ a c t i v e )
12 i m p l i e s
13 t ##1 ( e r r o r )
14 ) ;
15 endproperty

Listing 2: Example properties for timer

control of the reconfiguration-based counter-measures is untrusted
and what will be the resulting action in that case. Typically, a
ReCoFuse observes the communication over several clock cycles
and finally reaches a “bad” state.

B. Case Study

This section demonstrates the proposed encapsulation-scheme
for the PRC. As a case study we selected an encryption system
using AES. The system implements the moving target principle via
reconfiguration by switching between different implementations of
the AES. By this, the attacker is not faced with static logic in the
FPGA, but permanently changing one, and hence physical attacks
become much harder.

In the following, we first describe two major attack vectors. Then,
we present the ReCoFuse Container and the two ReCoFuses. Finally,
we consider their verification.

1) Attack Vectors: Breaking the reconfiguration-based moving-
target characteristic of a cryptographic system, allows attackers to
extract secret information via side-channel leakage. In order to attack
a specific area (e.g. the PRC) in a FPGA, electromagnetism- and
fault-injection-based attacks have both been reported to be effec-
tive [14] and are viable methods for disturbing the reconfiguration
procedure. We identified two major attack vectors on the PRC:

1) Time-out attack: Forcing the PRC to keep the same reconfigu-
ration active for a too long time, would result in no protection.
It removes the moving-target characteristic of the design and
makes it vulnerable to side-channel attacks.

2) Replay attack: Forcing the PRC to chose a single reconfigura-
tion continuously (or more often) removes the moving-target
characteristic as well.

This list, however, is not exhaustive and can be extended by the
respective adopters needs.

2) ReCoFuse Container: We encapsulated the PRC in a Re-
CoFuse Container. It instantiates the PRC and provides connection
to the configuration memory via AXI and the ICAP primitive as
described in Section III-A. ReCoFuses are integrated inside the
ReCoFuse Container to achieve countermeasures against the time-
out and replay attack. The concrete ReCoFuse are presented in the
following two sections.

3) Timeout ReCoFuse: Functionality: The timeout ReCoFuse
(RCF0) basically keeps track of the time between two consecutive
reconfigurations. Hence, after a successful reconfiguration, a timer
is started. If this timer expires before a new reconfiguration proce-
dure is initiated, the timeout ReCoFuse signals an error. Keeping
a specific reconfiguration active for an extended period of time –
rendering the moving target principle ineffective – can be detected
reliably by this ReCoFuse.



Verification: In Listing 2, a subset of the properties for veri-
fying the timeout ReCoFuse RCF0 are shown. The first property
advance_timer (Line 1 – Line 7) states that the counter (which
realizes the timer) advances with each time step after the previous re-
configuration is done. Here, TIMEOUT (Line 3) defines the allowed
active duration of one Reconfiguration Module (RM), i.e. a concrete
AES implementation. The RP_active (Line 3) signal is derived
from multiple signals from the reconfiguration infrastructure and
captures whether the Reconfigurable Partition (RP) is active, i.e. no
reconfiguration is currently performed. In Line 5, the $past()
statement is used to refer to the previous time-point.

The second verification property detect_error (Line 9 – Line
15 in Listing 2) ensures that RCF0 enters the “bad” state (i.e. raising
error), when the respective RM was not reconfigured in time
(i.e. before cnt reaching TIMEOUT) (Line 11). For the replay
ReCoFuse we refer to [9].

C. Evaluation

All experiments have been conducted on a Xilinx Zync-7000
Series FPGA, more precisely our evaluation platform is a Zed-
board featuring a XC7Z020-CLG484-1 FPGA component. More
recent FPGA generations feature the same reconfiguration interface,
thus our approach maintains applicability in the future. Enhanced
capabilities, such as better encryption and authentication however
can help to increase the difficulty of attacks further. Our encryp-
tion system implements the moving target principle by switch-
ing between different implementations of the AES core (based
on tiny_AES IP-core from OpenCores.org) via reconfiguration. A
dedicated controller in the FPGA (called MOVECTRL) initiates the
random (i.e. uniform) replacement of a Reconfiguration Module
(RM), i.e. between the different AES implementations.

To run the experiments, we attacked the reconfiguration process
by injecting faults in the encryption system in order to disturb the
operation of the PRC. The experiments detailed in [9] showed that
the implemented measures – leveraging the proposed scheme –
realize an effective and cost efficient protection for reconfiguration-
based secured designs. Our flexible architecture allows adding more
ReCoFuses (e.g. CRC, additional encryption, hash-based finger
printing etc.) easily.

IV. CHALLENGES

In the following we provide a list of challenges in the context of
verification. The list is not complete in the sense that all difficulties
are covered, but many pressing ones have been identified. By this, a
better understanding of the current problems in verification of the
next generation electronic systems becomes possible and directions
for future research are suggested.

Formal verification: Formal verification is inevitable for the next
generation devices to guarantee correctness. If due to the
complexity reasons formal verification cannot be applied,
simulation should be augmented or guided using formal
techniques leading to semi-formal verification. Moreover,
formal/semi-formal verification has to be considered at dif-
ferent levels of abstractions, i.e. for hardware up to virtual
prototypes which include to execute the software.
Further reading: [15]–[30]

Heterogeneous systems: The separation of a system into analog and
digital parts is not sufficient anymore. New integrated verifi-
cation solutions are necessary in particular due to increasing

sensor information available in IoT or CPSs.
Further reading: [31]–[37]

Extra-functional properties: Besides functional behavior also extra-
functional behavior, like timing/power but also security, has
to be considered during the design of a new system. Often
power and timing is controlled by firmware. Hence, these
properties have to be captured and verified as early as pos-
sible. On the other hand, security was always afterthought
and therefore new security verification techniques for hard-
ware and software have to be developed. More recently, the
perspective of ensuring morality settings and proving the
compliance with ethical guidelines has been considered. In
terms of autonomous systems, this will become an important
aspect.
Further reading: [38]–[53]

Arithmetic: Proof techniques like BDDs and SAT/SMT suffer from
limitations when applied to complex arithmetic. Recently,
methods based on Symbolic Computer Algebra (SCA) have
been used very successfully to prove the correctness of
multipliers.
Further reading: [54]–[62]

Self verification: Closing the always widening verification gap is
a major problem. A promising approach aims in continu-
ing verification tasks after fabrication of a chip during its
lifetime. Several challenges arise here to be solved on the
software level as well as on the hardware level.
Further reading: [63]–[68]

Learning systems, especially self-adapting and -learning: Driven
by the enormous advances in computing power, learning for
instance in the form of neural networks can now be easily
integrated into these systems. Verifying their correctness and
robustness however is extremely challenging.
Further reading: [69]–[72]
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