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Abstract—Recently, the concept of Polynomial Formal Verification (PFV) has been introduced and successfully applied to several classes of functions, allowing complete verification under resource constraints. But so far, all studies were carried out for combinational circuits only.

In this paper we show how the concept of PFV can be extended to sequential circuits. As a first case study we show for counters that PFV can be performed, even though they have an exponential number of states, i.e., they can be fully formally verified within polynomial upper bounds on run-time and memory requirement.

Index Terms—circuit design, correctness, verification, test, formal methods, BDD

I. INTRODUCTION

With the invention of the transistor back in 1947, the cornerstone for the digital revolution was laid. As a fundamental building block, the transistor enabled the development of digital circuits. Their mass production revolutionized the field of electronics, finally leading to computers, embedded systems, as well as the internet. Hence, the impact of digital hardware on society, as well as economy, was and is tremendous.

Over the last decades, the enormous growth of complexity of integrated circuits continued as expected. As modern electronic devices are getting more and more ubiquitous, the fundamental issue of functional correctness becomes more important than ever. This is evidenced by many publicly known examples of electronic failures with disastrous consequences. Within the last decades, this included e.g. the Intel Pentium bug in 1994 (costs: $475 million), the New York blackout in 2003 (estimated costs: $1 billion), or a design flaw in Intel’s Sandy bridge chipset in 2011 (costs: $1 billion).

Such costly mistakes can only be prevented by applying rigorous verification to the circuits before they get to production. A lot of effort has been put into developing efficient verification techniques by both academic and industrial research. Only recently, the industry has recognized the great importance of automated formal verification (see e.g. functional safety standards such as ISO 26262). Without interaction of a user being necessary, the formal methods can be applied at a larger scale. Hence, in the last few years, this research area has become increasingly active. Essentially, the goal of automated formal verification is to automatically prove that an implementation is correct with respect to its specification. Depending on what an implementation is and what a specification comprises, different verification problems arise.

Unfortunately, most of the verification problems encountered in the domain of electronic circuits are computationally intractable. Consider for example the two following core problems: Combinational Equivalence Checking (CEC) and Symbolic Reachability Analysis (SRA).

1) CEC involves checking the equivalence of two combinational circuits (i.e. without memory elements), where one circuit acts as the specification and the other (often an optimized version) is the implementation [1]. CEC is coNP-complete via reduction to tautology checking using a miter circuit.

2) SRA computes the set of reachable states from a set of initial states and is fundamental to temporal logic model checking, which checks whether a Boolean or word-level sequential circuit implementation satisfies a temporal logic specification. In SRA, sequential behavior is viewed as a transaction system and symbolically encoded by logic formulas providing a very succinct representation. SRA is computationally even harder than CEC; the Boolean case is PSPACE-complete and word-level SRA is EXPSPACE-complete [2].

In practice, the most efficient techniques reduce formal verification to a single, or a series of, decision problem(s) in propositional logic. There are two main approaches of decision procedures for propositional logic. The first is based on converting the problem into a functionally canonical form. The most prominent example is a Binary Decision Diagram (BDD) [3]. The second is an intelligent systematic search for a satisfying assignment employed by modern satisfiability (SAT) solvers [4]. It is obviously unavoidable that the decision procedures also have very high complexity. SAT was the first problem shown to be NP-complete [5]. The construction of BDDs is #P-complete via reduction to propositional model counting (#SAT) and problems in the #P-complete class are widely believed to be harder than NP-complete.

Thus, all these approaches suffer from the problem, that a guarantee for the feasibility of a verification within the given resources cannot be given. Or, stated differently, the required
resources are unknown. This also includes, that no prediction about the performance of the algorithms is possible.

The concept of Polynomial Formal Verification (PFV) has been recently presented in the context of combinational circuits (see [6], [7]) and will be reviewed in the next section. The core idea is to provide polynomial upper bounds for the space and time complexity of the verification algorithms. This can be ensured by varying the proof engine and focusing on specific classes of functions. While studies for combinational circuits have been provided, this paper is the first to focus on handling sequential circuits. We show, that model checking can be modified, so that it is possible to fully verify some sequential circuits efficiently, even if the underlying Finite State Machine (FSM) has an exponential sequential depth. In a case study, counters, as well as Serial In Serial Out (SISO) shift registers are studied and it is shown that they can be polynomially verified.

The paper is structured as follows: At first, the idea of PFV is explained in more detail in Section II. There, prior achievements for combinational circuits are reviewed and the difficulties of applying PFV to sequential circuits are discussed. The case study is covered in Section III, including an experimental analysis, and in Section IV the results are summarized and future directions are given.

II. POLYNOMIAL FORMAL VERIFICATION

Since the introduction of formal proof techniques in the context of circuit verification, it has been observed that they might become expensive in terms of run-time and space requirement. For instance, in [3] it was already observed that BDDs are not well suited for representing multiplier functions.

While various results on sizes of the final representation have been derived (see [8] for an overview), to ensure efficiency, the complete verification task has to be considered as well. A trivial example is, that the BDD of the output of a miter circuit for a correct CEC is only the constant 0 node, while the memory for intermediate computations might be very large. In general, this observation is not new (see e.g. [9]), but in the following, it is researched how these intermediate memory peaks can be avoided.

A. Combinational Circuits

So far, there have been several successful examples for PFV of combinational circuits. In [10], polynomial time and space complexities for the verification of floating point adders are achieved. The explosive growth of BDDs during the symbolic simulation of the circuit is prevented by adding a problem-specific case splitting. Furthermore, [11] shows PFV for a very simple RISC-V processor in [12]. With a divide-and-conquer approach, each instruction is viewed separately, so that all functional units can be verified with polynomial resources. In [13], PFV is applied to an ALU of a RISC-V processor with an extended instruction set. With a hybrid proof engine, the suitability of BDD-level methods foradder circuits and the suitability of word-level methods for multipliers can be combined to efficiently verify the entire ALU. While the so far mentioned proofs for PFV have all been conducted manually, [14] discusses the automatic creation of human-readable proofs for PFV. As an example, automatic proofs by induction are created for polynomial upper bounds for the size of a given BDD.

B. Sequential Circuits

The methods for sequential verification have not yet been thoroughly analyzed with respect to PFV. The already mentioned approach of [11] addresses the sequential behavior of a multi-cycle RISC-V processor by simulating the circuit over several clock cycles. This technique allows a combinational approach to the sequential behavior, but limits PFV to circuits with small sequential depth.

In the sequential domain, different scenarios can be considered:

1) Analogously to CEC, with Sequential Equivalence Checking (SEC), the behavior of two sequential circuits can be compared. If SEC is carried out based on a miter circuit, the equality has to hold for any sequence of inputs, which increases the computational complexity compared to CEC. This miter circuit can be modeled by an FSM and analyzed with SRA, to ensure that no state exists, which is only reachable by one of the two circuits. Therefore, SEC is a special case of model checking.

2) The more general case of model checking is to analyze the FSM of only one circuit, to make sure all required temporal properties hold. As already mentioned, deciding if a property holds is most efficiently done based on either BDDs or SAT.

a) By symbolically representing the model and sets of states with BDDs, it is possible to significantly increase the state space of a system, to which model checking can be applied.

b) On the other hand, bounded model checking (see Chapter 10 of [15]) unrolls the FSM for some $k$ steps and in that way transforms the sequential problem to a combinational problem, which can be expressed by a SAT-formula. This is possible if the sequential depth of the underlying FSM is tractable, e.g. if the sequential behavior is due to a pipeline with a small number of stages.

However, PFV must fail for these scenarios with circuits that have an exponential sequential depth. It is easy to see that e.g. for an $n$-bit counter, which counts up to $2^n$, based on these methods, an exponential run-time cannot be avoided. Other approaches have to be considered, like covering the exponential state space by an induction proof, which can be extended by generating additional invariants, or reducing the state space with partial order reduction (see Chapter 6 of [15]). However, these methods require a separate view of each circuit.

In this paper, we therefore focus on modifying BDD-based symbolic model checking, so that the underlying algorithm remains polynomial even if the circuit has an exponential sequential depth.
III. CASE STUDY: COUNTERS & SISO Shift registers

We start with an overview of the used concepts, to make this paper self-contained.

A. Notation and definition

1) Binary Decision Diagrams: A BDD [3] is a directed, acyclic graph, that represents a Boolean function \( f : B^n \rightarrow B \). Each internal node represents a variable \( x_i \) with \( 0 \leq i < n \) and carries out the Shannon decomposition \( f = \overline{x_i}f|_{\overline{x_i}} + x_i f|_{x_i} \). Here, \( f|_{x_i} \) denotes the restriction of \( f \) by assigning \( x_i = 1 \), whereas \( f|_{\overline{x_i}} \) denotes the restriction by \( x_i = 0 \). Each path describes an assignment of variables, the terminal nodes with values 0 or 1 give the value, which \( f \) evaluates to for the given assignment (see e.g. Fig. 1). The BDD is ordered if all variables follow a given order \( \{x_0, x_1, \ldots, x_{n-1}\} \). The BDD is reduced if all isomorphic subgraphs and redundant nodes are removed. For this paper, we assume that all BDDs are reduced and ordered. The size \(|G|\) of a BDD \( G \) is given by the number of internal nodes. BDDs can be manipulated with several operators. With \( \text{Apply}(op,G,H) \) two BDDs \( G \) and \( H \) are combined by a binary operation \( op \). In this paper, the operations conjunction \( "\land" \) and disjunction \( "\lor" \) are used. The number of necessary steps and the size of the result are both in \( O(|G| \cdot |H|) \). Computing the restriction \( G|_{x_i=0} \) has a run-time in \( O(|G|) \). Using both of these operators, existential abstraction \( \exists x_i f := f|_{\overline{x_i}} \lor f|_{x_i} \) can be implemented.

2) BDD-based Symbolic Model Checking: Model checking (see Chapter 8 of [15] for more details) is a formal method to verify the temporal behavior of a system. This behavior is given as a formal model, e.g. an FSM, which can be defined by a set of states \( S \), a set of initial states \( I \in S \) and a transition relation \( T \subseteq S \times S \), \( T \) and each set of states are symbolically represented with BDDs. The model is verified using SRA for the initial states \( I \). The algorithm starts with a set of reachable states \( S_r = \emptyset \) and a frontier set of states reachable within one step \( F = I \). Recursively, \( S_r \) is updated by \( S_r := S_r \lor F \) and the new frontier \( F := \text{image}(F,T) \lor S_r \), is computed, until \( F = \emptyset \) signals that no new states are reachable. Each image computation \( \text{image}(F,T) := \text{rename}(\exists S(F \land T)) \) gives the set of successors of \( F \). Here, the set \( S = \{s_0, \ldots, s_{n-1}\} \) denotes the current state variables, whereas \( S' = \{s'_0, \ldots, s'_{n-1}\} \) denotes the successor state variables. \( \exists S \) stands for the recursive computation of \( \exists s_i (\exists S) \) for all \( s_i \) in \( S \) (in the order given by the variable order) until \( S \) is the empty set. \( \text{rename} \) exchanges each \( s'_i \) with the according \( s_i \). This algorithm is limited by a possible state space explosion.

3) Circuits: We analyze several simple sequential, synchronous circuits which are defined being used: A full \( n \)-bit counter \( \text{"FC}_{n} \) consists of \( n \) flip-flops which initially are all set to 0. With each clock signal, the counter counts up by 1 in binary. Once it reaches the value 2\(^n-1\), the next clock cycle resets all flip-flops to 0. An \( n \)-bit modulo-\( m \) counter \( \text{"M}_{m}\text{C}_{n} \) analogously counts up to \( m - 1 \) for some \( 0 < m \leq 2^n \). It resets to 0 after reaching \( m - 1 \), to start counting again. In the same manner, it resets to 0 for all remaining values \( v \) with \( m \leq v < 2^n \). An \( n \)-bit SISO shift register \( \text{"SISO}_{n} \) consists of \( n \) flip-flops \( f f_{0}, \ldots, f f_{n-1} \) and a data input \( d_0 \). With each clock signal, the value of each \( f f_i \) is shifted to \( f f_{i+1} \) and \( f f_0 \) takes the value of \( d_0 \). These circuits are given as FSMs, a state \( s \) is encoded by \( s_i := f f_i \) where \( s_i \) is the \( i \)-th variable of \( s \). Input bits can be seen as labels of the transitions, in the BDD of \( T \) each input bit is treated as an additional current state variable, so that for \( k \) input bits and \( n \) flip-flops the current state is a tuple \( (d,s) := d_0, \ldots, d_{k-1}, f f_0, \ldots, f f_{n-1} \). The transitions then are described by a function \( f : B^{k+n} \rightarrow B^n \).

B. Theoretical analysis: Size of the transition relation

The size of the BDD \( T \) is central to the resource demands of SRA. Therefore, we first show that \( |T| \) has a linear upper bound for the chosen circuits with a pair-wise variable order.

Lemma III.1. Let BDD \( T \) describe the transition relation of a full \( n \)-bit counter with the pair-wise variable order \( \{s_0, s'_0, s_1, s'_1, \ldots, s_{n-1}, s'_{n-1}\} \). Then \( |T| \leq 5 \cdot n \) holds.

Proof. Consider the variables of a state \( s \) from the Least Significant Bit (LSB) \( s_0 \) to the Most Significant Bit (MSB) \( s_{n-1} \). During counting, they can be divided into two phases:

1) The counting affects the variable (the value is flipped).
2) The counting does not affect the variable anymore (the value is kept).

Therefore, the values of each pair of variables \( (s_i, s'_i) \) strongly depend on each other and further depend on the phase of the previous variables. \( T \) describes flipping the value during Phase 1 with \( s_i = \overline{s'_i} + \overline{s_i} \). Note, that \( s_i \) describes the transition from Phase 1 to Phase 2. \( T \) describes keeping the value during Phase 2 with \( s_i = s'_i + \overline{s_i} \). Hence, \( T \) has at most five nodes for each pair and overall at most \( 5 \cdot n \) nodes.

Example III.1. The BDD for a full 4-bit counter can be seen in Fig. 1. The leftmost path describes Phase 1, the remaining
nodes describe Phase 2 of the proof of Lemma III.1. It can be observed, that each value is flipped during Phase 1. Phase 1 continues for a flip from 1 to 0. However, flipping from 0 to 1 transitions into Phase 2, where each value is kept.

**Lemma III.2.** Let BDD $T$ describe the transition relation of an $n$-bit modulo-$m$ counter with the variables ordered as reversed pairs $\{s_{n-1}, s'_{n-1}, s_n, s'_{n}, \ldots, s_0, s'_0\}$. Then $|T| \leq 10 \cdot n$ holds.

**Proof.** Here, each $s_i$ is viewed from MSB $s_{n-1}$ to LSB $s_0$. As in the proof of Lemma III.1, the variables of a pair $(s_i, s'_i)$ depend on each other and on the previous phase. In this case, however, the counter resets for several states. Therefore, $T$ additionally differentiates between counting up and resetting. The phases for counting are:

1. The counting does not affect the variable yet (the value is kept).
2. The counting affects the variable (the value is flipped).

Phase 2 is again described by $s_i \bar{s}'_i + s'_i \bar{s}_i$ and Phase 1 by $s_i s'_i + \bar{s}_i \bar{s}'_i$ with $\bar{s}_i s'_i$ being the transition from Phase 1 to Phase 2. Analogously, this needs at most five nodes. For the reset, any value is flipped to 0. This is described as $(s_i + \bar{s}_i)\bar{s}'_i$ with one node. Further, $T$ separates counting and resetting by storing the maximum value $m - 1$. During Phase 1 of counting, an additional path describes all values $v$ with a similar beginning to $m - 1$ but $v \neq m - 1$. For each $s_i$, exclusively only the value is kept, which $s_i$ has in $m - 1$. This is either $s_i s'_i$ or $\bar{s}_i \bar{s}'_i$, which needs two nodes. These nodes cannot be combined with the nodes for Phase 1, because this beginning cannot be followed by any value during counting. Analogously, two additional nodes describe the reset of only this value to 0. Hence, at most ten nodes are used per $s_i$, and overall at most $10 \cdot n$ nodes are used in $T$. Note, that reversing the pair-wise ordering separates counting and resetting more clearly. Otherwise, $T$ needs an extra node to decide if a flip of 1 to 0 belongs to counting or resetting.

**Example III.2.** The maximum value of a 4-bit modulo-15 counter in binary is 1110. As the counter counts up, keeping the value $s_2 = 1$ during Phase 1 of the proof of Lemma III.2 can have two meanings: If $s_3 = 0$ is kept as well, the counter is not yet close to the maximum value. However, if $s_3 = 1$ is kept, $s_2 = 0$ cannot be kept as well, because then 1111 would be reachable. Therefore, $T$ has two separate paths for those meanings.

**Lemma III.3.** Let BDD $T$ describe the transition relation of an $n$-bit SISO shift register with the pair-wise variable order $\{d_0, s_0, s_1, s_2, \ldots, s_{n-2}, s_{n-1}, s_{n-1}\}$. Then $|T| = 3 \cdot n$.

**Proof.** The only dependencies are $s'_0 = d_0$ and $s'_{i+1} = s_i$ for $0 \leq i < n - 1$. This gives $d_0 s'_0 + d_0 \bar{s}_0$ for the pair $(d_0, s_0)$ and $s_i s'_{i+1} + \bar{s}_i \bar{s}'_{i+1}$ for each pair $(s_i, s'_{i+1})$. $T$ always needs three nodes for this. The value of $s_{n-1}$ is shifted out of the circuit and needs no nodes. Hence, $T$ consists of $3 \cdot n$ nodes.

**Example III.3.** The BDD for a 3-bit SISO shift register can be seen in Fig. 2.

---

**C. Theoretical analysis: Restricted Domain Model Checking**

We now analyze the resource demands of SRA for the considered circuits. Typically, SRA has a single initial state and exhaustively calculates a frontier set until it is empty. To obtain polynomial upper bounds even for circuits with an exponential sequential depth, we introduce a new variant of model checking, which we call **Restricted Domain Model Checking** (RDMC) in the following. For RDMC, we use several sets of initial states $I$ and only compute the image $\text{image}(I, T)$ once for each set. For a circuit with $k$ input bits, $n$ flip-flops and transitions described by $f : B^{k+n} \rightarrow B^n$, each of those sets $I$ is obtained by restricting the domain of $f \circ \text{dom}(f)$ by assigning one variable first to 1 and then to 0. For each input variable $d_i$ with $0 \leq i < k$, this gives the two initial state sets $\text{dom}(f)|_{d_i} = 1$ and $\text{dom}(f)|_{d_i} = 0$. The sets for each state variable $s_j$ with $0 \leq j < n$ are accordingly $\text{dom}(f)|_{s_j} = 1$ and $\text{dom}(f)|_{s_j} = 0$. The set of all initial state sets is called $I$. That way, the set based image computation is executed $2 \cdot (k + n)$ times. The reached states of a single initial state $a \in B^{k+n}$ are given by $\bigcap_{\{f|d_i=a\}} \text{image}(I, T)$.

**Example III.4.** RDMC of a full 3-bit counter is described in Table I. In the first column, the state bits $s_0, s_1$ and $s_2$ are each first restricted by 0 and then by 1. The second column shows the sets of initial states $I$ given by these restrictions. The results per image computation are in the third column. To verify, for example, that only state 3 can be reached by state 2, the initial sets $\text{dom}(f)|_{s_2} = 1$ and $\text{dom}(f)|_{s_1, s_0} = 0$ are relevant, because they contain state 2. The according results are shown in bold, their intersection is $\{0, 1, 3, 4, 7, 0\} \cap \{1, 3, 5, 7\} = \{3\}$.

**Remark III.1.** RDMC is possible, if the final intersection gives exactly one reachable state per initial state $a \in B^{k+n}$.

**Example III.5.** Table I shows RDMC of a 3-bit modulo-5 counter and a 2-bit shift register. For both, the final results of all single initial states are single values. It also shows a
3-bit modulo-6 counter, where the final intersection for 4 gives \{5, 0\} (the according result sets are in bold).

It is necessary to analyze for which circuits RDMC is applicable. It is apparent, that RDMC is possible for circuits with a bijective transition relation such as any full n-bit counter. However, the class of circuits can be extended, because this model checking variant has distinct results for any n-bit SISO shift register and for n-bit modulo-m counters with m = 2^n - 2^c + 1 for 0 ≤ c ≤ n as well.

**Definition III.1.** A restriction set R is a set of assignments \{x_0 = l_0, x_1 = l_1, \ldots\} with l_0, l_1 \in \{0, 1\}. Then \{f|_R and B|_R\} denote a Boolean function \(f\) and a set of Boolean variables B restricted by assignments \(x_0 = l_0, x_1 = l_1, \ldots\).

**Definition III.2.** A function \(f : B^n \rightarrow B^n\) is injective on restricted subsets if a partition of \(\text{dom}(f)\) by restriction sets \(R_0, R_1, \ldots\) exists, so that for each \(b \in \text{range}(f)\) there is a \(B^*_|R_i\) with \(\forall a \in B^n : f(a) = b \iff a \in B^*_|R_i\). That way, each \(B^*_|R_i\) contains all values of \(\text{dom}(f)\) with a similar image and the function mapping each \(B^*_|R_i\) to this image is injective.

**Example III.6.** The function for the state transitions of a 3-bit modulo-5 counter can be partitioned by restriction sets (\{5\}, \{5, 0\}, \{5\}, \{5\}, \{5\}, \{5\}, \{5\}). Such a partitioning is only possible, because the modulo value is according to \(m = 2^n - 2^c + 1\) for \(c = 2\). No restriction sets can be found for the 3-bit modulo-6 counter of Example III.5.

**Theorem III.1.** Let function \(f : B^{k+n} \rightarrow B^n\) describe the state transitions of a circuit with \(n\) flip-flops and \(k\) input bits. RDMC can ensure the correct behavior of this circuit, if \(f\) is injective on restricted subsets.

**Proof.** To ensure the correctness of the circuit, the equation
\[
\forall a \in B^{k+n} : \bigcap_{I \in \text{image}(I, T)} \text{image}(I, T) = \text{image}(a, T) \tag{1}
\]
must hold. The equality “=” holds if both “⊇” and “⊆” hold: “⊇”: Because \(\forall a \in B^{k+n} : \bigcap_{I \in \text{image}(I, T)} I \supseteq \{a\}\) holds.

“⊆”: This would not hold, if there is a \(b \in B^n\) with \(f(a) \neq b\) and each \(f \in I\) with \(a \in I\) contains at least one value \(c \in B^{k+n}\) with \(f(c) = b\). However, as \(f\) is injective on restricted subsets, restriction sets \(R_0\) for \(f(a)\) and \(R_1\) for \(b\) with \(R_0 \neq R_1\) must exist. Therefore, there has to be at least one variable \(d_i\) (or \(s_i\)), that \(R_0\) and \(R_1\) assign differently, which implies that the initial state sets \(\text{dom}(f)|_{d_i}\) or \(\text{dom}(f)|_{s_i}\) contain \(a\) and no value \(c\) with the image \(b\).

We now analyze the resource demands of RDMC using the results about \(|T|\) of each viewed circuit.

**Theorem III.2.** The time and space demands of RDMC of a full n-bit counter with variables ordered as pairs are in \(O(n^2)\) and \(O(n)\), respectively.

**Proof.** The circuit has \(n\) flip-flops and a transition relation \(T\).

For SRA, \(\text{image}(I, T) := \text{rename}(\exists S(I \land T))\) is executed \(2 \cdot n\) times with \(I \in \mathcal{I}\). Each execution consists of three operations:

1) \(I \land T\): As stated in Section III-A1, the run-time has to be in \(O(|T| \cdot |I|)\). \(I\) always consists of exactly one node, therefore, applying the conjunction takes \(O(|T|)\) steps.

2) \(\exists S\) for current state variables \(S\): Recursively compute \(\exists s_i(\exists S T)\) for all \(s_i\) in \(S\). As said in Section III-A1, \(\exists s_i f := f|_{s_i} \lor f|_{\neg s_i}\). The run-time for restriction is linear in the number of nodes in the BDD. Since the result of Step 1 is used, the number of steps is again in \(O(|T|)\). The number of steps for the disjunction is accordingly in \(O(|T|)\). This holds for each recursion, because the size of the result of each recursion is in \(O(|T|)\). Applying \(\exists S T\) can only increase the BDD size, if \(s_i\) divides two groups of variables, that are functionally independent from each other without \(s_i\) and the variable order does not separate the variables of both groups. Because the variables in \(S\) are removed along the variable order, each existential quantification is applied to a subgraph of \(T\). Here, no variable in \(T\) can separate the functional dependencies like this.

3) Rename each \(s_i\) to \(s_i':\): Simultaneous substitution can be done by traversing the results of Step 2 once and building the resulting BDD according to each node. This is in \(O(|T|)\) because the final result of Step 2 is used.

Hence, the overall number of steps is in \(O(|T|^2)\). The size of all BDDs created during SRA is in \(O(|T|)\). Per execution, \(T\) and at most three more BDDs during Step 2 are used in parallel. Only the final result is kept, of which there are at most \(2 \cdot n\). The space demands are therefore in \(O(|T|)\).

Using Lemma III.1, III.2 and III.3, the overall time and space demands are in \(O(n^2)\) and \(O(n)\).

**Theorem III.3.** The time and space demands of RDMC of an n-bit modulo-m counter with m = 2^n - 2^c + 1 for 0 ≤ c ≤ n and a variable order as reversed pairs are in \(O(n^2)\) and \(O(n)\).

**Proof.** This is analogous to the proof of Theorem III.2.

**Theorem III.4.** The time and space demands of RDMC of an n-bit SISO shift register with variables ordered as pairs are in \(O(n^2)\) and \(O(n)\).

**Proof.** This is analogous to the proof of Theorem III.2.

**Proof.** These results regarding SRA of the considered circuits enable the use of SEC with polynomial resources. Comparing the results of two circuits for each of the \(2 \cdot (n + k)\) executions remains polynomial, because BDDs are canonical. Analogously, property checking or a comparison to a given specification of results for the SRA can be done polynomially, as long as each specification is given with respect to the \(2 \cdot (n + k)\) initial sets instead of each single state.
D. Experimental study

To verify the theoretical results, RDMC has been implemented in C++. CUDD [16] was used for BDD operations. The setup has a 3.6 GHz AMD Ryzen 5 CPU and 16 GB RAM. SRA was computed for the considered circuits for different number of flip-flops $n$ with $0 \leq n \leq 400$. For modulo-$m$ counters the values $m = 2^n - 2^c + 1$ and $c \in \{1, 2\}$ were used. The maximum size of BDDs computed during RDMC is shown in Fig. 3. The upper limits for the size of each transition relation $T$ given by Lemma III.1, III.2 and III.3 are marked by grey lines. As expected, no BDDs bigger than these upper limit are created. The limit is less accurate for $n$-bit modulo-$m$ counters, because the maximum number of nodes is not necessary for all variables. Fig. 4 shows the run-time of RDMC. To compare the run-time with $O(|T|^2)$, for each type of circuit the function $a \cdot |T|^2$ was added as a solid, grey line, with $|T|$ being the according upper limit. A small factor $a << 1$ adjusts the scale of $|T|^2$ to the scale of seconds. The measured run-times are close to these grey lines, which demonstrates that the time complexity is polynomial and not exponential with respect to $|T|$. Fig. 4 further shows the run-time of standard symbolic model checking for the same testcases (marked with "SMC"). This grows exponentially with respect to $|T|$ for counters and exceeds 10 minutes for $n = 27$ with full counters and $n = 25$ with modulo counters. Additional BDD optimizations could not significantly improve these run-times, because the number of needed steps would still grow exponentially. While the run-time for the SISO shift registers is significantly shorter compared to RDMC, this testcase still showed how RDMC can be applied to circuits with inputs.

IV. CONCLUSION AND FUTURE DIRECTIONS

This paper takes a first step to extend PFV towards circuits with sequential behavior. The current achievements in the area of PFV for combinational circuits were reviewed and the challenges of sequential verification were discussed. With RDMC, we introduced a variant of model checking, with which a polynomial run-time, in spite of exponential sequential depth, is possible. This was applied to counters, as well as to SISO shift registers.

After this first application of PFV to sequential circuits, deeper research in that area is necessary. This includes analyzing more circuits, as well as other methods. As already mentioned, sequential circuits with exponential depth could alternatively be addressed with partial order reduction or inductive proofs. The automatic generation of proofs for PFV of sequential behavior is of interest as well, as suggested in [14] for the combinational case.
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