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Abstract—With the increase in transistor density in state-of-
the-art circuits the power behavior of integrated circuits changes
drastically, which may result in device failures. This may become
worse while testing, because of the high transient activity in
smaller area. This may lead to high power consumption and
failures in certain areas as compared to other parts of the die.
For this reason, high power density areas on the integrated
circuits need to be identified on the layout to avoid effects
such as IR-drop, EM and noise as early as possible. Previously,
this was usually considered by manually dividing the layout in
equal blocks. However, this method may not provide the desired
accuracy due to e.g. boundary effects and manual errors. In
this paper, we propose the use of pattern recognition/machine
learning techniques to dynamically partition the layout in clusters
to identify high power density areas under test application.
We show how machine learning techniques can be used to
model the clustering problem and analyze the feasibility as
well as the performance of several algorithms on benchmark
circuits. These techniques avoid the errors on static boundaries
and account for pattern dependent behavior. Furthermore, the
proposed clustering is validated by comparing the results to a
contour of an industrial tool.

I. INTRODUCTION

The technology is scaling to its peak with multiple modules
on single SOCs resulting in high compaction of transistors
in smaller area. Before production or sample manufacturing,
simulations and analysis are performed for sign-off to reduce
chances of real time failures of the chip. The design flow of
RTL to GDS generates a huge database for the design, which
is used for various sign-off analysis purposes before tape-out
in the industry. The layout design database along with various
libraries is used for different analysis purposes, e.g. power and
IR-drop. Considering the placement and routing of the cells is
important because of the local behavior on the silicon, which
is under high stress of power and heat due to the high density.

The significance of test power analysis is growing. Due to
test time and test costs constraints, algorithms for Automatic
Test Pattern Generation (ATPG) are supposed to generate
a very compact test set. This correlates typically with an
increased number of transitions during the shift and capture
cycles and the risk of failures increases due to high power
consumption in the test mode. It is not only important to
analyze the test power of the final layout with the final test
set, but also for estimation purposes in various earlier design
stages. By this, countermeasures can be taken into account
early in the design phase. However, highly accurate power
and IR-drop simulations are limited for very few test patterns
because of time and other resource constraints. As a result,
approximation metrics such as Weighted Switching Activity
(WSA) are often used.

Besides the analysis of the global power consumption for
the complete layout, the localization of hot-spots and power-
critical areas is very important. A test is able to have a low
global power consumption which is evenly distributed around

most of the area, but has a concentrated high activity in certain
areas on the layout. This could lead to thermal or IR-drop
problems. Typically, the layout is viewed as static divisions
where the whole layout is divided in areas of fixed sizes. This
view is applicable in almost all areas like cell placement [14],
[32], scan cells routing and power analysis of test patterns [11],
[34]. this is perfectly suitable for some kind of analyses and
tasks, e.g. during place and route. However, it might not be
suitable for methods such as test power and IR-drop analysis,
where the results are mostly in contour form with manual
thresholds [27].

Previous methods for test power analysis and test pattern
regeneration such as [1], [11], [16], [17] also use static
partitioning techniques to partition the layout in equal areas.
Such kind of partitioning may be disadvantageous and, hence,
there is the need to dynamically identify such power critical
areas with more accuracy taking the test behavior into account.

Recently, a new power metric terminology i.e. Transient
Power Activity (TPA) was proposed in [9], which is more
accurate as compared to the commonly used WSA metric.
This previous work focuses on the accuracy of the proposed
metric and indicates the introductory use of machine learning
techniques to identify the power locality. However, it has not
been shown how to identify suitable clustering techniques and
how to model the problem in detail.

In contrast, this paper concentrates on modeling and the ap-
plication of different machine-learning based clustering algo-
rithms and their comparison. The application of the clustering
technique is metric-independent and these kind of algorithms
are applied successfully in the field of image processing. The
layout of modern high density SOCs can be homologous with
an image, where the pixel in the image are analogous with
the library design units or instances. Certain image processing
applications involve clustering of similar pixels to identify
objects [3], [15].

This paper describes how different machine learning-based
algorithms can be used to model the test power analysis
problem, i.e. the identification/estimation of high power con-
suming areas on the layout. We show that dynamic clustering
algorithms can be successfully applied in a fast manner with-
out producing the risk of boundary errors. Furthermore, we
compare the results and the performance of these algorithms
and validate the result with a commercial tool.

The rest of paper is organized as follows. Section II dis-
cusses the related work, while Section III presents the used
clustering techniques. The experimental results are given in
Section V and conclusions are drawn in Section VI.

II. RELATED WORK

The related approaches to identify the high power con-
suming areas used in previous work are based on the static
partitioning of the layout in equal areas. There are mostly rated



according to their weighted switching activities [8], [18], [19].
Another similar technique proposed in [22] identifies areas
where IR-drop likely occurs, but it is based on the probability
of switching activity at gate level and does not take the test
patterns into account.

The uniform partitioning is disadvantageous because it may
not detect the high power activity areas crossing borders
between the partitions, e.g. when a high power-consuming
region is spread over more than one static partition. Hence,
there is a need to introduce a dynamic partitioning approach,
which clusters the high power activity areas depending on
neighboring instances aggregation.

Another approach [33] identifies the peak current to deter-
mine the power-safe patterns. This approach uses WSA and a
WSA threshold to relate it to current limits and also partitions
the layout in equal sizes. A further method for pattern grading
based on WSA for critical paths is used in [21]. Here. layout
information is used to identify aggressors and power-supply
noise.

Clustering techniques used in image processing are highly
specific depending on their application and suitability. For
instance, the technique to find a tumor via MRI image analysis
(proposed in [7]) is highly specific to its defined task. Another
specific application for segmentation of a cerebral cortex im-
age using a unique Artificial Neural Network (ANN) training
algorithm is used in [26]. The algorithm proposed in [31] is to
find dimensions of droplets in an image. Some more clustering
algorithms in image processing are proposed in [24], [29],
[30]. Clustering techniques are used in different applications
like big data, security, DSP, WSN etc. [10], [20]. A lot of other
algorithms are proposed for similar tasks but not referenced
due to page limitation.

Since most of the algorithms mentioned before are
application-specific, it is particularly important to identify a
suitable algorithm for the specific needs of the test power
layout clustering problem. A number of clustering techniques
are proposed in the field of data science, but these algorithms
may not give the same results for different applications. Also
there are very few metrics to identify the perfect algorithm
for the desired application, hence we pre-selected a few
algorithms depending upon their characteristics and suitability
and compared their results among themselves along with the
power analysis results of commercial tools.

III. DESIGN LAYOUT

Since the layout is to be clustered in different areas, first
lets see the general layout formation because it will help to
pre-select the clustering algorithms. After the finalization of
the design specification, the high level architecture of the
design is divided into different blocks like analog, digital
or mixed. These are further sub-divided into modules and
their sub-modules maintain their various hierarchical levels.
But the approximate top-level floorplan usually is decided
initially with these reference top-level modules in order to ease
various design activities. Further, the detailed placement and
routing of each module and sub-module can be done manually,
automated, semi-automated or in a customized way. Figure 1
shows a small layout of a mixed signal design of a Digital
to Analog Converter (DAC). It can be seen that the analog
components such as OP-Amp and analog multiplexer as well
digital components control logic are placed in a specific way in
order to minimize the silicon area and other effects such as EM
interference, operating frequency and voltage. After the power

Fig. 1: Layout of DAC
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Fig. 2: Circuit partitioning example [11]

and IR-drop analysis of the design, the power distribution map
can be obtained in form of contours.

For more complex circuits or higher density SOCs, the
detailed placement and routing is done in a semi-automated
or automated way using commercial tools. These layouts have
specific patterns for the component placing in order to keep the
area, routing and total cost low. Highly accurate power analysis
commercial tools perform power and IR-drop analysis which
is typically based on VCD processing. This kind of analysis is
highly time and resource consuming, hence this is not possible
for all test patterns. Usually, results are given in form of files
or lists which are less useful for diagnosis and automation.

Sometimes the power consumption is also taken into ac-
count considering the toggling probability or average func-
tional power consumption for each power domain. The test
power dissipation is typically very high as compared to the
functional mode [2], [23]. The ATPG tools typically uses the
WSA as a measuring factor. As described above, previous
work deals with the static partitioning and power-safe patterns
are generated such that the power consumption is diminished
or averaged in such a static block which is identified as power-
critical.

Figure 2 shows the manual partition of the layout in equal
parts where x and y represent coordinates and Rxy represents
the WSA of the corresponding block. A common method to
identify power-critical regions on the layout is to compare
the WSA value of these blocks under the application of test
patterns. However, these blocks are formed without taking the
test patterns into account. Similar kinds of manual partitioning



approaches are used in [1], [8], [18], [22].

Hence, dynamic partitioning is necessary to build layout-
based clusters according to the test pattern’s behavior. This can
be done using machine learning-based clustering techniques.

IV. CLUSTERING TECHNIQUES

The instances in the layout are to be regionally clustered
depending on the density of the power activity under test
application. The metric used is not relevant for the application.
For instance, it can be WSA or TPA [9] or any other instance-
related metric depending on the design phase and desired level
of accuracy. We refer to the considered power metric therefore
as generalized Local Power Metric (LPM).

The proposed modeling as a clustering problem is based on
the following information collected for each instance of the
design:

« instance name or hierarchical name for identification

o library reference design unit and technology database for

LPM extraction, e.g. to extract power factors

« location of the instance, i.e. X and y coordinates, obtained

from the DEF file

« area information of the cell obtained from the LEF file

Figure 3 shows an example of a partitioning approach on the
layout. The instances in the design are arranged in horizontal
rows from 1, 2,...,10 and in vertical columns as A, B,...J.
Each number represents the LPM value of an instance on
the layout. Using a static partitioning approach, the layout
is divided in 25 equal blocks consisting of four instances
each (indicated by a different blue/grey color). According to
the metric used and the applied simulation, each instance is
assigned an LPM value.

For example, the first block in the upper left corner has 4
instances with 4,0,1,1 as LPM values and an average LPM
value of 1.5. The average LPM is calculated in this example
based on the assumption that each instance has the same size.
This is different in reality. However, taking different instance
sizes into account is straight-forward.

Such a static partitioning scheme may cause errors if
neighboring instances at the boundary but in different blocks
have a high LPM value and the other instances in the same
block have a low or average LPM value. For example, the
red cluster (which is not part of the initial blocks) shown
in Figure 3 contains 4 neighboring instances of higher LPM
from different static blocks. If these instances form a block,
the average LPM will be 7.5 which is high compared to
the average LPM value of all other static blocks. Therefore,
the identification of hotspots may fail because the blocks are
formed in an unfortunate way. Hence, there is the need to
dynamically form partitions or clusters of instances to detect
such high power activity areas.

The layout consists of different cells of varied areas and
sizes which are arranged in horizontal rows and columns. In
order to keep the routing and area cost minimal the cells are
very closely placed. As described above, machine learning-
based clustering techniques can be used to form these dynamic
partitions automatically. Considering the placement of cells on
the layout, some clustering algorithms may not be suitable
because of the structure of the layout. For example, the
Hierarchical algorithm results into a single cluster because
varied sizes of blocks agglomerate under one block. Other
clustering techniques like edge-based segmentation and snake-
based approaches will cluster each instance on the layout sep-
arately in an individual cluster because of the small boundary
between instances, which can be recognized as edge. Other

Fig. 3: Static (blue/grey) and dynamic (red) partitions

modern clustering techniques like fuzzy clustering, neural
networks and evolutionary approaches are used for higher
dimensions and supervised learning. These cause high costs
in terms of computational complexity and run time.

The dynamic partitioning technique for the considered prob-
lem should be fast, efficient from distinct cluster points and
should be based on unsupervised clustering since each design
is different and varies with technology and physical properties.
Based on this filters, we analyzed different algorithms and
from our requirements pre-selected the following algorithms
for a detailed analysis.

A. k-means Clustering

The k-means clustering algorithm is one of the popular
algorithms used in data clustering and is also often applied in
image processing [4], [6], [28]. The targeted problem requires
to average out the local LPM activity and to form partitions
with varied/distinct averaged areas dynamically. This makes
it suitable for our approach. For modeling the clustering
problem, the features for dynamic partitioning on the layout
consist of the following:

« instance location, i.e. X and y coordinates,

e area a

e LPM value [, for each instance x

The clusters, which are to be formed by the algorithm,
will have attributes such as the cluster center, i.e. X and y
coordinates of a cluster and the LPM density. Also a label
is assigned to the cluster, which can be referred as the name
of the cluster and attributes as centroid. The LPM density is
defined as the accumulated LPM value of all instances in the
formed cluster divided by the area a.

The k-means clustering algorithm divides m instances
x; = (x1,...,%m,) in the design into k partitions/clusters
(k is a parameter given by the user) such that the function
for the centroids or means mi,mo, ..., my is kept minimum
concerning the variance, i.e. within-cluster sum of square
for dimensions dj. The dimension is defined as the distance
between the clusters, which depends on the x and y coordinates
of the cell, the LPM value of the instances and the area.

K
DD M — (1)

k=1ied



The k-means clustering algorithm partitions the layout into
different clusters by aggregating the instances having similar
LPM density values and are close to each other. The Euclidean
distance parameter is considered here for keeping the function
minimum. The outcome of the algorithm is that instances,
which have a similar LPM density and are close to each other
are clustered in one partition. An arbitrary clustering is not
possible because the maximum number of clusters is limited.
The algorithm therefore optimizes the clusters according to
the given objective.

The algorithm assigns the mean value of the LPM density
to each cluster during the computation and gives the values
as a result along with the mean x and y coordinates of all
instances in the cluster. These values are considered as cen-
troid parameters and characterize each cluster. This technique
overcomes the drawback caused by static partitioning of the
layout in equal blocks. Another advantage is that the borders
between clusters are formed such that instances of similar
LPM values belong to the same partition, which is not the
case when manual partitioning is applied.

B. Mean Shift Clustering

A similar centroid based algorithm, i.e. the Mean Shift
[5], [13] algorithm, is further analyzed. This algorithm works
on the principle of calculating and updating the mean point
of the given cluster through its instances. The input to this
algorithm is similar to those in the k-means algorithm, i.e. X,
y coordinates as well as LPM density. The difference to the
k-means algorithm is that the number of clusters is not given
as a parameter, but the quantile. This parameter is used to
specify the LPM bandwidth of a cluster. The main idea of this
algorithm is to identify local maxima and collect surrounding
points of similar value, i.e. the neighboring area converges
to one point of high density by hill-climbing. The algorithm
updates the centroid of a cluster consisting of coordinates
and LPM density with every iteration. For every instance
corresponding to the centroid z; for iteration n, the updated
centroid after adding a new instance to the cluster is given by:

a2t =2} + m(x}) )

Here, m is the mean shift vector, which is calculated for
each iteration using a kernel function K. The kernel function
uses the bandwidth and represents the kernel density esti-
mation, which is typically Gaussian and uses the bandwidth
as deviation parameter. The bandwidth can be estimated by
providing the median pairwise distance between two points
known as quantile for the function. Applying the mean shift
vector represents therefore a shift of the centroid to a higher
density.

The number of clusters varies for different values of the
quantile parameter. Considering the layout information and
geometric structure of the library design units, the updated
centroid of a cluster is different for each iteration. The clusters
are less distinct but a major drawback is the run time. The
algorithm performs multiple nearest neighbor searches during
the execution of the iterations. The algorithm converges at
a certain point and stops iterating when the changes in the
centroid are small. In our case, this effect results often in a
single cluster, which is not desirable.

C. DBSCAN clustering

We performed further more experimentation with the Den-
sity Based Spatial Clustering of Applications with Noise
(DBSCAN) algorithm [12]. Basically, this algorithm separates

the areas of low densities and high densities by grouping
together those points, which are closely related to each other.
The algorithm depends on additional inputs like the minimum
set of points and the maximum distance between the neighbor-
hood points known as EPS along with the regular data-set. The
provided data-set in our case are the x and y coordinates and
the LPM density, which form the dimensions for the clustering.

Mainly, the algorithm distinguishes the between two differ-
ent points, core points and outliers. The algorithm works in a
deterministic way concerning the clustering of the core points.
A core point is a point which is connected to another core point
in the given range. All others points are outliers or considered
as noise. These outliers are assigned to a cluster in a non-
deterministic (heuristically) way. In this way, the clusters are
formed of various densities.

The DBSCAN behavior results in multiple trials of the
same points in different clusters thereby increasing the run
time. Even though it has the advantage of noise immunity, the
distance has to be pre-selected, which is difficult to predict.
Also, the number of clusters varies depending on these input
parameters. Sometimes, the small difference in densities might
result in mixing high value LPM areas and low value LPM
areas. The above algorithms can be summarized in Table I
The experimentation results of all the above algorithms are
discussed in the next section.

TABLE I: Algorithms summary

Algorithms
k-means Mean Shift DBSCAN
Aggregation of neigh- | Tterative mean shift | Density of instances
bours and calculat- | approach for cluster- | based approach,

ing means, number of
clusters as parameter,
less runtime (heuris-
tic) and efficient clus-
tering for layout par-
titioning,

ing, bandwidth esti-
mation with specific
quantile, number of
clusters varies with
settings and kernel
function, long run-
time and inefficient
clustering for layout

number of clusters
varies with distance,
partly  deterministic,
location specific
with noise immunity,
longer runtime and
less  suitable  for
layout partitioning

partitioning

V. EXPERIMENTAL RESULTS

For the experimentation purpose, OpenCores benchmarks
are used synthesized and routed with an 180nm open source
library. The test patterns were generated using a commercial
ATPG tool. The test pattern simulation database, the technol-
ogy files and the design files were processed using an in-house
tool to generate the data-set for clustering. Here, we analyzed
the shift and capture cycles for each test to generate the LPM
value based on the toggling activity and technology-related
power factors (TPA metric [9]).

This data-set consists of the x and y coordinates of all
instances in the design, the corresponding areas and the LPM
values of all instances. The clustering is performed using
Python scripts [25]. For each benchmark, a single power-risky
test pattern was chosen for the detailed locality analysis.

Table II shows the results of the clustering algorithms along
with details of the benchmarks. The Benchmarks column
contains the name of the circuit. The area in millimeters is
mentioned in the second column. The total number of scan
cells and instances in the design are given in the corresponding
columns. The results of the clustering algorithms along with
their corresponding parameters and results, i.e. the number of
determined clusters (#Clus.) and the run time of the algorithm
are shown in their respective columns. The parameter for the
k-means algorithm is the number of clusters, while the EPS
and Quantile are the parameters for DBSCAN and Mean Shift.



TABLE II: Results for open cores
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Fig. 5: Ethernet: k-means result for 20 clusters

Four runs with different parameters were performed for each
algorithm.

It can be observed that the Mean Shift algorithm needs much
run time to form the clusters even when the quantile parameter
is low. Some of the runs were aborted after one day of runtime
(NA). Also, the number of generated clusters is very low. For

Clustering Algorithms
Benchmarks Area Scan_cells | Instances Mean Shift DBSCAN k-means
Quantile [ #Clus. | Time [ EPS [ #Clus. T Time | #Clus. | Time
0.2 1 16h 0.1 14 T 34min 20 1.9sec
Ethernet | 3.48 X 3.48 11617 | 229036 UEST N 0 24 13 | Jomin e
0.9 NA | NA [ 05 T [ 90min 80 | 22.0sec
0.2 1 10h 0.1 9 [ 22min 20 1.0sec
wb_conmax | 2.21 X 2.21 4538 | 85065 UEST N N 10 24 T omin e
0.9 NA | NA [ 05 T [ 75min 80 | 3dsec
0.2 1 1Th 0.1 7 [ 25min 20 1.2sec
pei_bridge32 | 2.18 X 2.18 5381 88552 0 EA N 3 | oomin e
0.9 NA NA 0.5 T | 70min 80 3.8sec
0.2 1 6h 0.1 4 T T6min 20 0.6sec
ac97_ctrl | 1.64 X 1.64 3034 | 49995 0 EAN N T oomin o —Loee
0.9 NA NA 0.5 T | 36min 80 1.5sec
some circuits, only one cluster is determined. This is due to
the small variability of the LPM values. Therefore, the Mean
Shift algorithm is not suited for the considered problem.
The DBSCAN algorithm generates more clusters in general.
An example illustration of the DBSCAN-based clustering is
1 shown in Figure 4. Besides the image, detailed data which
1.8 instance belongs to which cluster is also available. However,
L the run time of the DBSCAN algorithm is still quite high
“‘g taking several minutes up to more than an hour for one single
T2 pattern depending on the parameters.
L“;Z In contrast, the k-means algorithm is very fast. Given the
=8

number of desired clusters as parameter, the algorithm needs
only a few seconds to cluster the layout. An illustration of the
clustering is given in Figure 5. The more clusters are targeted,
the longer is the run time. However, it is still significantly
lower than the other algorithms. Therefore, this algorithm is
well suited for a quick test pattern analysis and estimation, in
particular, when many patterns have to be analyzed. The main
drawback of this algorithm is that the number of clusters is
typically not known beforehand. Therefore, the algorithm has
to be applied for more parameters, i.e. number of clusters.
Future work will be the development of a strategy to find the
optimal number of clusters in an automated way.

We verified our proposed clustering approach by a com-
parison to a commercial tool, which produces an IR-drop
contour map on the layout. Unfortunately, the results may
vary because different metrics were used and the commercial
tool produces the contour based on a VCD file and its own
internal calculations. While the commercial tool uses accurate
and time-consuming calculations, our approach was based on
the approximate TPA metric.

For this comparison, a single capture cycle of a test was
analyzed due to the high run time of the commercial tool. The
analysis of the commercial tool took around one hour for this
one cycle and the contour shown in Figure 6 was produced.
The clustering results obtained for the same capture cycle
were correlated with the higher power consuming areas of the
contour. As used in practice, a design-specific threshold (filter)
is defined to identify power-critical areas of the design. It was
found that 67% of the instances in higher value LPM clusters
produced by k-means clustering were part of hot areas of the
contour. This confirms that the proposed clustering approach
is well suited for a quick test power analysis and estimation
on the layout.



Fig. 6: IR-drop contour by commercial tool

VI. CONCLUSION AND FUTURE WORK

Test power analysis is an important task in the design flow
of today’s circuits. Here, early analysis runs are important to
estimate critical areas in order to prepare countermeasures.
Besides the global power consumption on the complete chip
layout, the identification of local hot spots is also very impor-
tant. In this work, we have shown how to use machine learning
techniques, i.e. clustering algorithms, in order to identify
power-critical areas under test application. We presented the
use of several clustering algorithms and compared the results
to each other on benchmark circuits. As the most advanta-
geous algorithm, the k-means algorithms has been identified.
This algorithm is able to cluster the layout according to a
given approximate power metric very fast. Future work is
to incorporate more details of the layout such as the power
grid and additional clustering dimensions for further accuracy
improvement.
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